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Abstract: We deal with the solvability of the forced pendulum in the relativistic regime.

As a novelty with respect to most references in the mathematical literature, and based

on an alternative framework discussed in some physical papers, we take into account

also the relativistic effects in the forces acting on the pendulum which lead to the study

of a ϕ−laplacian equation with an unbounded derivative dependent term. In this new

relativistic setting we recover several results about the structure of the solvability set that

are well–known for the classical pendulum. We also show that the solvability set for the

classical pendulum is the limit of the relativistic one when the speed of light blows up to

infinity.
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1. Introduction

The forced pendulum equation is a deceptively simple model that has inspired

research for more than a century and has been considered by Jean Mawhin as a

“paradigm for Nonlinear Analysis”, see [15, 16]. The pendulum is a mechanical

device that consists in a bob with mass m > 0 subject to a rod of length l > 0 and

swinging under the effect of a uniform gravitational field g, a tangential damping

proportional to the velocity (with constant K ≥ 0) and, eventually, to an external

forcing torque f(t). In this framework, Newton’s second law provides the well-known

equation for the angular displacement u(t) of the bob: the derivative of the linear

momentum equals the forces acting on it, that is,

(1)
d

dt
(ml u′(t)) = −gm sin(u(t))− K l u′(t) + f(t).

When the forcing f(t) is periodic, with period T > 0, a natural question is the

existence of some T -periodic solution u(t) of (1). Even such a seemingly easy

question is not completely understood although the structure of the “solvability”
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set is known, [1, 16]: writing f(t) = f̃(t) + α, where f̃ has mean value zero, and

defining If̃ as the set of values α for which equation (1) with f(t) = f̃(t) + α has a

T -periodic solution, then

(P1) If̃ = [df̃, Df̃] for some df̃ ≤ Df̃.

(P2) df̃ and Df̃ depend continuously on f̃.

(P3) Equation (1) has at least two T -periodic solutions (geometrically different,

i.e., not differing in a multiple of 2π) if α ∈ (df̃, Df̃).

Whether could be df̃ = Df̃ or not for some f̃ is called the degeneracy problem and

it is still an important open problem in the field, [19].

A recent and fruitful line of research on the pendulum equation subject to rela-

tivistic effects was initiated in [20], provoking and important impact in the literature

[2, 3, 4, 5, 6, 7, 8, 21, 22], by replacing the left–hand side of (1) by the derivative

of the relativistic linear momentum, [11], namely

d

dt

 m√
1− l2u′(t)2

c2

l u′(t)

 ,

where c is the speed of light in the vacuum. Then the resulting equation fits

mathematically into the framework of the so-called ϕ-laplacian operators, [3, 4, 8,

21], and leads to a problem of the form

(2) ϕ(u′(t))′ + ku′(t) + a sinu(t) = f(t),

with

(3) ϕ : (−c, c)→ R, x 7→ ϕ(x) :=
x√

1− x2

c2

,

where c = c
l . However, some papers in the physical literature dealing with rela-

tivistic mechanics, like for instance [10, 12], consider that the forces acting on the

body depend also on the relativistic mass, which suggests to consider equation

(4)
d

dt

 m√
1− l2u′(t)2

c2

l u′(t)

 = −g m√
1− l2u′(t)2

c2

sin(u(t))− K l u′(t) + f(t).

instead of (2). For a better comparison between both equations it is convenient to

rewrite (4) as

(5) ϕ(u′(t))′ + ku′(t) + aξ(u′(t)) sinu(t) = f(t),

where k = K
m , a = g

l , f(t) = f(t)
ml , ϕ is defined by (3) and

(6) ξ : (−c, c)→ R, x 7→ ξ(x) :=
1√

1− x2

c2

.
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Now the difference is clear: the bounded nonlinearity “a sinu(t)” in equation (2)

is replaced in (5) by the derivative dependent term “aξ(u′(t)) sinu(t)”, which is

unbounded. This apparently slight change introduces a new kind of mathematical

complexity in equation (5) since this new term could be unbounded even when one

assumes the relativistic restriction |u′(t)| < c.

Notice also that if c→∞ then

ϕ(x)→ x and ξ(x)→ 1,

so both (2) and (5) exhibit the right limiting behaviour (that is, both reduce to the

classical pendulum equation when c = +∞).

To the best of our knowledge, problem (5) has not been previously considered

in the mathematical literature, so the main goal of this paper is to explore the

relativistic pendulum equation (5) and extend to it, as much as posible, the known

properties satisfied by the classical pendulum equation (1), such as (P1)− (P2)−
(P3). In this way we will complement and shed light over previous results in the

literature.

More concretely, the paper is organized as follows: in Section 2 we present the

main tools used in the paper, namely, the lower and upper solutions method for the

periodic problem with derivative dependence and the continuation principle for the

Leray-Schauder degree. In Section 3 we study the structure of the solvability set,

that is, the set of the values α ∈ R such that equation (5) with f(t) = f̃(t) +α has

a T -periodic solution, being f̃ a T -periodic continuous function with mean value

zero, i.e., 1
T

∫ T
0
f̃(s)ds = 0. A particularly interesting question –whether or not 0

belongs to the solvability set– is addressed in Section 4. Finally, in Section 5 we use

the speed of light as a parameter and focus on the behaviour of the solvability set

when the speed of light goes to infinity. Under suitable assumptions the solvability

set for the relativistic pendulum will approach the classical one.

We will use the following notation: CT is the set of the continuous functions

f : [0, T ] → R such that f(0) = f(T ) and C̃T the subset of the functions of CT

with mean value zero. For f ∈ CT we denote f := 1
T

∫ T
0
f(s)ds, f̃ := f − f ,

fmin := min
t∈[0,T ]

f(t) and fmax := max
t∈[0,T ]

f(t).

2. Preliminaries

For the convenience of the reader we collect in this section the main tools needed

in the rest of the paper: the lower and upper solutions method for the periodic

and derivative dependent case and the global continuation principle for the Leray-

Schauder degree.
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2.1. Lower and upper solutions for the periodic problem depending on

the derivative. We present here a readable version of the method of the lower

and upper solutions method and Nagumo’s condition suitable for our purposes:

consider the periodic boundary value problem

(7) u′′(t) = h(t, u(t), u′(t)), t ∈ [0, T ],

(8) u(0) = u(T ), u′(0) = u′(T ),

where T > 0 and h is continuous. We will say that ρ ∈ C2([0, T ]) is a lower solution

if ρ(0) = ρ(T ), ρ′(0) ≥ ρ′(T ) and

(9) ρ′′(t) ≥ h(t, ρ(t), ρ′(t)), t ∈ [0, T ].

An upper solution σ ∈ C2([a, b]) is defined in a similar way by reversing the previous

inequalities.

Roughly speaking, lower and upper solutions provide a priori bounds on u but in

order to obtain a priori bounds on u′ we will need the so called Nagumo’s condition:

if ρ ≤ σ define

E = {(t, u, v) ∈ [0, T ]× R2 : ρ(t) ≤ u ≤ σ(t)},

and we say that h : E → R satisfies Nagumo’s condition if

|h(t, u, v)| ≤ ψ(|v|) for all (t, u, v) ∈ E,

for some ψ : [0,+∞)→ R that satisfies∫ +∞

0

s

ψ(s)
ds = +∞.

Note that, in particular, if h has a subquadratic growth

|h(t, u, v)| ≤ A+Bv2 for all (t, u, v) ∈ E and some A, B > 0,

then h satisfies Nagumo’s condition with ψ(v) = A+Bv2.

The significance of the Nagumo condition is that provides a constant M > 0 such

any possible solution u of (7)–(8) in E must satisfy |u′(t)| < M for all t ∈ [0, T ].

Theorem 1. Let ρ and σ lower and upper solutions such that ρ ≤ σ and suppose

that h : E → R is continuous and satisfies Nagumo’s condition.

Then the problem (7)-(8) has at least one solution u ∈ C2([0, T ]) such that

ρ(t) ≤ u(t) ≤ σ(t) for all t ∈ [0, T ].

The interested reader is referred to [14] for an example of nonexistence of periodic

solutions in the presence of lower and upper solutions when Nagumo’s condition

fails and to [9] for a nice overview of the lower and upper solution method.
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2.2. The global continuation principle for the Leray-Schauder degree.

Given a bounded open set Ω 6= ∅ in the real Banach space X and T : Ω ⊂ X → X

a compact map such that Tx 6= x for all x ∈ ∂Ω, the Leray-Schauder degree

deg(I−T,Ω, 0) is an integer number that, roughly speaking, counts “algebraically”

the number of zeroes of I − T in Ω.

Besides some of its well-known features, such as the homotopy invariance, the

existence or the addition–excision properties, the following global continuation prin-

ciple can be found in [23, Section 14.C] or in [13, IV.13-3.7].

Theorem 2. Let the operator T : [µ1, µ2] × Ω ⊂ R × X → X be compact, where

Ω is a bounded open set in the real Banach space X, and consider the parameter

dependent equation

(10) T (µ, x) = x, µ ∈ [µ1, µ2], x ∈ Ω.

If the following assumptions are satisfied

(i) T (µ, x) 6= x, µ ∈ [µ1, µ2], x ∈ ∂Ω,

(ii) deg(I − T (µ1, ·),Ω, 0) 6= 0,

then equation (10) has a continuum of solutions S, i.e. a compact and connected

set in [µ1, µ2]× Ω, which intersects {µ} × Ω for each µ ∈ [µ1, µ2].

In particular, equation (10) has a solution in Ω for each µ ∈ [µ1, µ2] and C

connects {µ1} × Ω with {µ2} × Ω.

We stress that the existence of a continuum of solutions is a powerful conse-

quence of the Leray-Schauder degree that has many interesting consequences, [1].

A connection of the degree with the method of upper and lower solutions is given

by the following result, see [9, Chapter III].

Lemma 1. In the context of Theorem 1, for fixed µ > 0 consider the compact

operator K : C1
T → C1

T given by Kg := u, where u is the unique solution of the

linear problem

(11) u′′(t)− µu(t) = h(t, g(t), g′(t))− µg(t)

satisfying the periodic boundary conditions (8).

If ρ < σ are strict lower and upper solutions, i.e., the differential inequality

(9) is strict and the reversed strict inequality holds for the upper solution σ, and

there exists an a priori bound M > 0 for the derivative of any possible T−periodic

solution of (11) enclosed by ρ and σ, then

deg(I −K,Ω, 0) = 1,
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where

Ω := {u ∈ C1
T : ρ(t) < u(t) < σ(t), |u′(t)| < M, t ∈ [0, T ]}.

Remark 1. As mentioned earlier, the existence of M > 0 as in the previous lemma

is ensured when the nonlinearity h has subquadratic growth with respect to u′ or,

more generally, when a Nagumo condition is satisfied.

3. The structure of the solvability set

Our goal in this section is to study the set I(a, c, k, T, f̃) of the values α ∈ R
such that equation

(12) ϕ(u′(t))′ + ku′(t) + aξ(u′(t)) sinu(t) = f̃(t) + α,

has a T -periodic solution, when a, c, T > 0, k ≥ 0 and f̃ ∈ C̃T is a T -periodic con-

tinuous function with mean value zero. Note that we can rewrite (12) equivalently

as

(13) u′′(t) + a

(
1− u′(t)2

c2

)
+

sinu(t) =

(
1− u′(t)2

c2

)3/2

+

[−ku′(t) + f̃(t) + α],

provided that ‖u′‖∞ < c.

As a first easy result we show that I(a, c, k, T, f̃) is bounded independently on c

or k.

Lemma 2. I(a, c, k, T, f̃) ⊂ [−a− f̃max, a− f̃min].

In particular, if α ∈ I(a, c, k, T, f̃) then |α| ≤ |a|+ ‖f̃‖∞.

Proof. If u is a T -periodic solution of (12) for some α, then it attains a maximum

at some t0 where u′(t0) = 0 ≥ u′′(t0), and therefore by taking into account the

equivalent formulation (13)

0 ≥ u′′(t0) = f̃(t0) + α− a sinu(t0) ≥ f̃min + α− a.

Thus

α ≤ a− f̃min.

In an analogous way, u also attains a minimum at some t1 where

0 ≤ u′′(t1) = f̃(t1) + α− a sinu(t1) ≤ f̃max + α+ a.

Consequently,

α ≥ −(f̃max + a).

and therefore

I(a, c, k, T, f̃) ⊂ [−a− f̃max, a− f̃min].

�
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Also notice that if u is a T -periodic solution of (12), then just integrating the

equation over [0, T ] it is seen that

α =
a

T

∫ T

0

ξ(u′(t)) sinu(t) dt.

Now, we define the set

C := {u ∈ C1[0, T ] : ‖u′‖∞ < c}

and the continuous operator A : C → R given by the right hand side of the previous

equation, that is,

A(u) :=
a

T

∫ T

0

ξ(u′(t)) sinu(t) dt.

A key result for us will be the close relationship between the periodic and the

following integro–differential Dirichlet problem.

Lemma 3. u is a T -periodic solution of (12) for some α ∈ R if and only if u ∈ C,

Au = α and there exists r ∈ R such that

(14) u′′(t) + a

(
1− u′(t)2

c2

)
+

sinu(t) =

(
1− u′(t)2

c2

)3/2

+

[−ku′(t) + f̃(t) +A(u)],

(15) u(0) = u(T ) = r.

Consequently, if Ur ⊂ C is the set of solutions of (14)-(15), then we have

(16) I(a, c, k, T, f̃) = A

(⋃
r∈R

Ur

)
= A

 ⋃
r∈[0,2π]

Ur

 ⊂ [−a− f̃max, a− f̃min].

Proof. The sufficiency is clear by the previous considerations. Let us now suppose

that u ∈ C is a solution of (14)–(15) for some r > 0. Since ‖u′‖∞ < c, equation

(14) is equivalent to

(17) ϕ(u′(t))′ + ku′(t) + aξ(u′(t)) sinu(t) = f̃(t) +A(u),

and then integrating (17) on [0, T ] we have

ϕ(u′(T ))− ϕ(u′(0)) + ku′(T )− ku′(0) = TA(u)− a
∫ T

0

ξ(u′(t)) sinu(t) dt = 0,

that is

u′(0) = u′(T ),

since ϕ(x) + kx is a homeomorphism from (−c, c) onto R. Therefore, u can be

extended to a T -periodic C1 function that satisfies (12) for α = A(u). �

Next, we provide another key compactness result.
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Lemma 4. For each λ ∈ [0, 1] and r ∈ [0, 2π] let Uλr ⊂ C denote the set of solutions

of the homotopic family of problems

(18) u′′(t)+λa

(
1− u′(t)2

c2

)
+

sinu(t) = λ

(
1− u′(t)2

c2

)3/2

+

[−ku′(t)+f̃(t)+A(u)],

subject to the boundary condition (15). Then, the set

(19) X :=
⋃

λ∈[0,1]

⋃
r∈[0,2π]

Uλr

is a compact subset of C.

Furthermore, for each fixed λ∗ ∈ [0, 1] and r∗ ∈ [0, 2π] the sets
⋃

r∈[0,2π]

Uλ∗r ,⋃
λ∈[0,1]

Uλr∗ and Uλ∗r∗ are also compact.

Proof. We are going to show that each sequence {un} ⊂ X has a convergent subse-

quence in X (which means that X is compact) in such a way that if un ∈ Uλn
rn then

it has in fact a subsequence converging to an element of Uλ∗r∗ for some λ∗ ∈ {λn}
and r∗ ∈ {rn} (which means in particular that

⋃
r∈[0,2π]

Uλ∗r ,
⋃

λ∈[0,1]

Uλr∗ and Uλ∗r∗ are

closed in X and in consequence also compact).

Indeed, let un ∈ Uλn
rn be a solution of (18)-(15) with λ = λn ∈ [0, 1], r = rn ∈

[0, 2π]. Then A(un) = αn ∈ [−a− f̃max, a− f̃min] because the same bounds that in

Lemma 3 are valid independently of λ ∈ (0, 1] and for λ = 0 the only solution is

u ≡ r so |A(u)| ≤ a.

Now, since we have for each n ∈ N

‖u′n‖∞ < c, ‖un‖∞ < 2π + cT and ‖u′′n‖∞ < M,

for someM independent of n ∈ N, by Arzelá-Ascoli there exists a subsequence {unk
}

that converges in C1[0, T ] to some function u∗ and we can also suppose (passing

again to subsequences, if needed) that λnk
→ λ∗ ∈ [0, 1], rnk

→ r∗ ∈ [0, 2π] and

αnk
→ α∗. It follows that u′∗ is differentiable, ‖u′∗‖∞ ≤ c, and

(20)

u′′∗(t) + λ∗a

(
1− u′∗(t)

2

c2

)
+

sinu∗(t) = λ∗

(
1− u′∗(t)

2

c2

)3/2

+

[−ku′∗(t) + f̃(t) + α∗],

(21) u∗(0) = u∗(T ) = r∗.

Now, we can exclude that ‖u′∗‖∞ = c, because in that case, since each straight

line with slope ±c is a solution of equation (20) and this equation satisfies the stan-

dard Lipschitz uniqueness condition for the initial value problem, then u∗ should

be one of such straight lines, which contradicts (21).
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Therefore, u∗ ∈ C and from the continuity of A it follows that lim
k→∞

A(unk
) =

A(u∗). Then α∗ = A(u∗) and, in view of (20)-(21), we have that u∗ ∈ Uλ∗r∗ ⊂ X as

we wanted to proof. �

Notice that the compactness result in Lemma 4 does not avoid the fact that

X could be empty! Fortunately this is not the case: being X compact means

that it is a priori bounded which, together with the homotopy invariance of the

Leray-Schauder degree, provides the following existence result.

Lemma 5. For each (r, λ) ∈ [0, 2π]× [0, 1] it holds that

Uλr 6= ∅.

Furthermore, for given (ri, λi) ∈ [0, 2π] × [0, 1], i = 1, 2, there exists a continuum,

i.e. a compact and connected set, C ⊂ X, where X is given by (19) , such that

C ∩ Uλi
ri 6= ∅.

In particular, since X ⊂ C is compact there exist R > r and 0 < c0 < c such that⋃
λ∈[0,1]

⋃
r∈[0,2π]

Uλr ⊂ Ω := {u ∈ C1[0, T ] : ‖u‖∞ < R, ‖u′‖∞ < c0}.

Proof. For fixed r ∈ [0, 2π], given that X ⊂ C is bounded, the homotopy invariance

of the Leray-Schauder degree for the associated fixed point operator of problem

(18) on Ω ensures that it coincides with that of I − ur, where ur is the constant

function ur ≡ r, that is clearly equal to 1, so Uλr 6= ∅ for each λ ∈ [0, 1].

Now, the existence of the continuum C is a consequence of the global continuation

principle of the Leray-Schauder degree (Theorem 2). �

As a consequence of Lemmata 3, 4 and 5 we are able to prove that the solvability

set I(a, c, k, T, f̃) is a nonempty compact set and therefore equation (12) always has

a T -periodic solution for some α ∈ R.

Theorem 3. I(a, c, k, T, f̃) 6= ∅ is compact.

Proof. It is immediate from the fact that I(a, c, k, T, f̃) = A

 ⋃
r∈[0,2π]

Ur

, the

compactness of
⋃

r∈[0,2π]

Ur 6= ∅ and the continuity of A. �

In fact, we can now give a much more detailed account on the structure of

the solvability set which mimics the Newtonian case (compare for instance with

properties (P1)− (P2)− (P3) in the Introduction).
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Theorem 4. For fixed a, c, T > 0, k ≥ 0 and given f̃ ∈ C̃T let

d(f̃) := min I(a, c, k, T, f̃) ≥ −a− f̃max

and

D(f̃) := max I(a, c, k, T, f̃) ≤ a− f̃min.

Then the following claims hold:

(1) I(a, c, k, T, f̃) = [d(f̃), D(f̃)].

(2) d,D : C̃T → R are continuous functionals.

(3) If d(f̃) < D(f̃) and α0 ∈ (d(f̃), D(f̃)) then equation (12) with α = α0 has

at least two geometrically different T -periodic solutions.

Proof. Claim 1.- I(a, c, k, T, f̃) is an interval.

If α1, α2 ∈ I(a, c, k, T, f̃) and α1 < α∗ < α2 let u1 and u2 be associated T -

periodic solutions of equation (12) with α = α1 and α = α2. Then u1 and u2 are

upper and lower solutions, respectively, for the periodic problem associated to (13)

with α = α∗ which satisfies a Nagumo condition because the nonlinear part of the

equation has subquadratic growth in u′. Hence

u2 ≤ u1 + 2kπ for some k ∈ N,

and there exists a T -periodic solution for (12) with α = α∗ between the well–ordered

lower solution u2 and the upper solution u1 + 2kπ, that is, α∗ ∈ I(a, c, k, T, f̃).

Claim 2.- d(f̃) and D(f̃) are continuous.

We are going to prove that if {f̃n} ⊂ C̃T converges to f̃∗ in C̃T then d(f̃n)→ d(f̃∗)

(the case D(f̃n)→ D(f̃∗) is analogous).

Firstly, let {d(f̃n)} denote again a subsequence converging to some value d∗. As

in the proof of Lemma 4, we have that if un are T -periodic solutions of (13) with

f̃ = f̃n, α = d(f̃n) = A(un) and un(0) = rn ∈ [0, 2π] then {un} converges (passing

to a subsequence if needed) to a solution u∗ of (14) with f̃ = f̃∗, α = d∗ = A(u∗)

and r = r∗ ∈ {rn}, which means that d(f̃∗) ≤ d∗ and hence

d(f̃∗) ≤ lim inf d(f̃n).

So, it suffices to prove that lim sup d(f̃n) ≤ d(f̃∗). By contradiction, suppose

that d(f̃∗) < lim sup d(f̃n)), then there exists s such that for some large enough n

we have

d(f̃∗) < s < d(f̃n) and f̃∗ + d(f̃∗) < f̃n + s < f̃n + d(f̃n).
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Let u∗ and un denote T -periodic solutions of (13) with f̃ = f̃∗ and α = d(f̃∗)

and with f̃ = f̃n and α = d(f̃n), respectively. In this case, un and u∗ are lower

and upper solutions, respectively, for (13) with f̃ = f̃n and α = s, which implies

that s ∈ I(a, c, k, T, f̃n). This is a contradiction since by construction s < d(f̃n) =

min I(a, c, k, T, f̃n).

Claim 3.- If d(f̃) < α0 < D(f̃) then equation (13) with α = α0 has at least two

geometrically different T -periodic solutions.

Let u1 and u2 solutions for (13) with α = d(f̃) and α = D(f̃), respectively. Then,

u1 and u2 are strict upper and lower solutions for (13) with α = α0, respectively.

By the 2π-periodicity of (13), we can suppose that

u2 < u1 and u2 + 2π 6< u1.

In this way, if we consider for j = 0, 1

Ωj := {u : u2 + 2jπ < u < u1 + 2jπ, ‖u′‖∞ < c0|},

which are both subsets of

Ω := {u : u2 < u < u1 + 2π, ‖u′‖∞ < c0},

where c0 is given in Lemma 5. Then, from Lemma 1, we may fix µ = 1 and the

associated operator I −K has Leray–Schauder degree equal to 1 in the three sets.

Since Ω0 ∩ Ω1 = ∅ the addition–excision property of the Leray–Schauder degree

implies that the degree of the associated operator in the open set Ω \
(
Ω0 ∪ Ω1

)
is

−1 and therefore there exists T -periodic solutions for (13) with α = α0 in Ω0 and

Ω which cannot differ by a multiple of 2π. �

Remark 2. As d and D are continuous the strict inequality d(f̃) < D(f̃) holds in

an open set of C̃T . The case d(f̃) = D(f̃), in which case the interval I(a, c, k, T, f̃)

reduces to a point, is called “degenerate” and it is an open problem, even in the

Newtonian case, to prove or disprove if such situation is possible for some f̃ .

Notice that if the problem is degenerate, that is, if I(a, c, k, T, f̃) = {s}, employ-

ing Lemma 5 it is possible to prove that the set of all T -periodic solutions of (13)

with α = s is homeomorphic to the real line. In more precise terms, for each r ∈ R,

the set Ur consists in a unique element ur and the map r 7→ ur is continuous (and

hence a homeomorphism).

For a more detailed discussion on equivalent conditions to degeneracy in the

Newtonian case, see [19].
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4. When does zero belong to the solvability set?

This is an interesting question whose answer for the classical pendulum equation

is always affirmative in case k = 0, [16], whereas in case k > 0 fails quite spec-

tacularly, [18]: for any k > 0, a > 0 and T > 0 there exists f̃ ∈ C̃T such that

equation

(22) u′′(t) + ku′(t) + a sinu(t) = f̃(t),

does not have any T -periodic solution.

In our setting the last scenario is avoided for small values of the period T as

we will see in the following result, precisely, when cT ≤
√

3π. This fact is well–

known for equation (2), see [3, 20], and in that context even better estimates were

obtained, see [2, 7]. However we do not know how to improve the bound
√

3π when

dealing with equation (5).

Theorem 5. If cT ≤
√

3π then for any a > 0, k ≥ 0 and f̃ ∈ C̃T holds that

0 ∈ I(a, c, k, T, f̃)◦,

and in particular there exist at least two geometrically different T -periodic solutions

for equation (12) with α = 0.

Proof. It is enough to use the continuation method in the set

Ω := {u ∈ C1
T : |u| < π

2
, ‖u′‖∞ < c0}.

by showing that the family

(23) ϕ(u′(t))′ = λ[f̃(t)− aξ(u′(t)) sinu(t)],

does not have solutions in ∂Ω for any λ ∈ [0, 1].

Indeed, if u satisfies (23) then ‖u′‖∞ < c0 < c and therefore u ∈ ∂Ω implies that

u = π
2 (or maybe u = −π2 , but this case is analogous). Now, taking into account

the Sobolev inequality for u ∈ C1
T , namely,

‖u− u‖∞ ≤
T

2
√

3
‖u′‖∞,

and we have that ∥∥∥u− π

2

∥∥∥
∞
<
c0
c

π

2
<
π

2
.

Thus

0 < u(t) < π for all t ∈ [0, T ],
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which means that sinu(t) does not vanish. On the other hand, integrating (23) on

[0, T ] and using the T -periodicity we obtain

0 =

∫ T

0

ξ(u′(t)) sinu(t) dt,

a contradiction.

In fact, the same reasoning shows that if ε > 0 is small enough then equation

(23) with f̃ ± ε still has a T -periodic solution and then

(−ε, ε) ⊂ I(a, c, k, T, f̃),

as we wanted to show. �

Remark 3. To the best of our knowledge the following is in general an open ques-

tion: does 0 ∈ I(a, c, 0, T, f̃) for any a > 0, c > 0, T > 0 and f̃ ∈ C̃T ?

Notice that the proof of this fact, for the classical pendulum or for equation (2)

with k = 0, is variational and we do not know if the result can be extended to our

setting which does not have a variational structure even if k = 0. We are only able

to provide an affirmative answer in some specific situations: for instance, this is

obvious when ‖f̃‖∞ ≤ a, because in this case we may take ρ = π
2 and σ = 3π

2 as

an ordered couple of lower and upper solutions for α = 0. Another easy example is

shown in the following result.

Proposition 1. For any a > 0, c > 0, T > 0 and f̃ ∈ C̃T odd we have that

0 ∈ I(a, c, 0, T, f̃).

Proof. We know by Theorem 4 that I(a, c, 0, T, f̃) is a nonempty interval and more-

over it is symmetric with respect to the origin, since if u is a solution for f̃ +α then

v(t) = −u(−t) is a solution for f̃ − α. So, 0 ∈ I(a, c, 0, T, f̃). �

5. The dependence of I on c

Remember that the parameter c =
c

l
, so it is proportional directly to the speed

of light c. The Newtonian (or classical dynamics) corresponds to the limiting case

c = +∞ and, although Einstein’s special relativity prescribes a fixed and finite value

for c, from the mathematical viewpoint it is both interesting and fruitful trying to

continuate the solutions of the classical pendulum equation to the relativistic setting

for large enough values of c.

To this end, let ε := 1
c2 and write equation (13) as

(24) u′′(t) + a(1− εu′(t)2)+ sinu(t) = (1− εu′(t)2)
3/2
+ [−ku′(t) + f̃(t) + α].

Of course, we always mean that εu′(t)2 < 1.
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Lemma 6. If the classical pendulum equation (that is, equation (24) with ε = 0)

admits a pair of strict lower and upper solutions then there exists c∗ > 0 such that

the relativistic pendulum equation (13) has a T–periodic solution for all c ≥ c∗.

Proof. When ε = 0, if u is T -periodic, then integration at both sides yields

a

T

∫ T

0

sinu(t)dt = α,

that is, |α| ≤ a. This implies the existence of a constant M > 0 such that ‖u′‖∞ <

M for all possible T -periodic solutions. Indeed, when k = 0 simply observe that

‖u′′‖L2 ≤ a‖ sinu‖L2 + ‖f̃ + α‖L2 ≤ 2aT 1/2 + ‖f̃‖L2

and the conclusion follows from the fact that ‖u′‖∞ ≤ T 1/2‖u′′‖L2 . On the other

hand, for k > 0 multiply the equation by u′ and integrate to obtain

k‖u′‖2L2 =

∫ T

0

(f̃(t) + α)u′(t)dt,

whence k‖u′‖L2 ≤ ‖f̃ + α‖L2 . This, in turn, implies ‖u′′‖L2 ≤ 3aT 1/2 + ‖f̃‖L2 and

the proof follows as before.

Next, assume that u∗, u
∗ ∈ C2

T are respectively strict lower and upper solutions

of (24) for ε = 0 such that u∗(t) < u∗(t) for all t. Consider the set

Ω := {u ∈ C1
T : u∗(t) < u(t) < u∗(t), |u′(t)| < M, ∀ t ∈ R}

and the compact operator Kε defined as in Lemma 1 with µ = 1 and

hε(t, u, v) := −a(1− εv2)+ sinu+ (1− εv2)
3/2
+ [−kv + f̃(t) + α].

Therefore Lemma 1 implies that deg(I −K0,Ω, 0) = 1. Now we claim that, when ε

is sufficiently small, Kε(u) 6= u for u ∈ ∂Ω and, consequently, deg(I−Kε,Ω, 0) = 1.

Indeed, suppose that K(un, εn) = un for some un ∈ ∂Ω and εn → 0. Passing to a

subsequence, we may suppose that un → u for some u ∈ ∂Ω, whence K0(u) = u, a

contradiction. �

According to the preceding result, we may denote by I(a,∞, k, T, f̃) the solv-

ability set for the classical pendulum equation, that is, for ε = 0. As already

mentioned, the claims established in Theorem 4 are valid for this case, with −a ≤
d(f̃) ≤ D(f̃) ≤ a. For convenience, we shall add a sub-index to the quantities d

and D in order to emphasize the dependence on c ∈ (0,+∞]. In particular, when

d∞(f̃) < α < D∞(f̃), the existence of two geometrically different solutions for

c� 0 follows from the previous considerations. Furthermore, we may establish the

following:
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Theorem 6. Assume that J := [d,D] ⊂ I(a,∞, k, T, f̃)◦. Then there exists cJ

such that J ⊂ I(a, c, k, T, f̃) for all c > cJ . In particular,

lim sup
c→∞

dc(f̃) ≤ d∞(f̃), D∞(f̃) ≤ lim inf
c→∞

Dc(f̃).

Proof. From the previous considerations, there exists εd such that the problem has

(at least two) solutions when ε < εd, and the same is true for D. Thus, it suffices

to set εJ := min{εd, εD} and cJ := 1√
εJ

.

�

Now we prove that the derivative of the T -periodic solutions is uniformly bounded

with respect to c.

Lemma 7. There exists M > 0 (independent of ε) such that any T -periodic solution

uε of (24) such that ‖u′ε‖∞ < 1√
ε

satisfies ‖u′ε‖∞ < M for any ε > 0.

Proof. By multiplying (24) by
u′′ε (t)

1−εu′ε(t)2 and integrating we obtain

‖u′′ε‖2L2 ≤
∫ T

0

u′′ε (t)2

1− εu′ε(t)2
dt

=

∫ T

0

(1− εu′ε(t)2)1/2(f̃(t) + α)u′′ε (t)dt− a
∫ T

0

sinuε(t)u
′′
ε (t)dt

≤ ‖f̃ + α‖L2‖u′′ε‖L2 + aT 1/2‖u′′ε‖L2 .

We conclude from Lemma 2 that ‖u′′ε‖L2 ≤ C for some constant C independent of

ε and the proof follows. �

As a consequence, we obtain the following nonexistence result that resembles in

our framework that of Torres [22].

Theorem 7. We have,

d∞(f̃) ≤ lim inf
c→∞

dc(f̃), lim sup
c→∞

Dc(f̃) ≤ D∞(f̃).

In particular, if α 6∈ I(a,∞, k, T, f̃) then there exists c∗ > 0 such that α 6∈
I(a, c, k, T, f̃) for all c > c∗.

Proof. Let {un} be a sequence of T -periodic solutions for some cn →∞ and αn =

Dcn(f̃) converging to some α. Set εn := 1
c2n

and assume w.l.o.g that un(0) ∈
[0, 2π]. From the proof of the previous lemma, it follows that ‖u′′n‖L2 and ‖u′n‖∞
are uniformly bounded. From the Arzelà-Ascoli theorem we may assume that un

converges in CT to some function u. Passing to the limit in equation (24), it is seen

that u′′n → −ku′ − a sinu+ f̃ +α uniformly. It follows that u ∈ C2
T and solves (24)

for ε = 0 which, in turn, implies α ≤ D∞(f̃). The proof is analogous for d∞(f̃).

�
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As a consequence of the previous result we see that condition cT ≤
√

3π cannot

be completely dropped out in Theorem 5.

Corollary 1. Let a > 0, k > 0 and T > 0. Then there exists f̃ ∈ C̃T and c∗ > 0

such that

0 6∈ I(a, c, k, T, f̃) for all c > c∗.

Proof. It is known from [18] that given a > 0, k > 0 and T > 0 there exists f̃ ∈ C̃T
such that equation (22) does not have any T -periodic solution, that is

0 6∈ I(a,∞, k, T, f̃).

Thus, the result follows from Theorem 7. �

Also, as a direct consequence of Theorems 6 and 7, we obtain sufficient conditions

for the solvability set I(a, c, k, T, f̃) of the relativistic pendulum to converge when

c→∞ to the classical pendulum solvability set I(a,∞, k, T, f̃):

Corollary 2. Suposse that I(a,∞, k, T, f̃)◦ 6= ∅. Then

lim
c→∞

dc(f̃) = d∞(f̃) and lim
c→∞

Dc(f̃) = D∞(f̃).

Remark 4. Note that some of the previous results could be reinterpreted in terms

of the closed parameter set

Γ = Γ(a, k, T, f̃) := {c ∈ (0,+∞] : 0 ∈ I(a, c, k, T, f̃)}.

For instance:

• Theorem 5 implies that Γ always contains a neighborhood of the origin;

• Corollary 1 shows that in some cases Γ is bounded;

• Corollary 2 implies, in particular, that if k = 0 and the corresponding

classical pendulum equation is nondegenerate, then Γ contains also a neigh-

borhood of +∞.

On the other hand, the open question in Remark 3 is equivalent to asking if for

k = 0 we always have that Γ = (0,+∞].
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